1. Starting from the series expression for the Bessel functions $J_\nu(x)$ discussed in class (see also Boas Ch. 12, Eq. (13.1)) show that

$$J_{-n}(x) = (-1)^n J_n(x),$$

for integer $n$.

2. Show that

(a) $$I_{1/2}(x) = \sqrt{\frac{2}{\pi x}} \sinh x.$$

(b) $$K_{1/2}(x) = \sqrt{\frac{\pi}{2x}} e^{-x}.$$ 

You will need the results for $J_{1/2}(x)$ and $N_{1/2}(x)$ (= $Y_{1/2}(x)$) discussed in class and stated in the book.

3. Using Eq. (16.1) of Boas Ch. 12, find the general solution of

$$xy'' = y,$$

and express your solution in terms of modified Bessel functions $I_\nu$ and $K_\nu$.

4. (a) In class we derived the recurrence relation (generalized here to non-integer order $\nu$)

$$J_{\nu-1} + J_{\nu+1} = \frac{2\nu}{x} J_\nu(x).$$

Use this, as well as the following expressions for the spherical Bessel functions $j_0(x)$ and $j_1(x)$:

$$j_0(x) = \frac{\sin x}{x}, \quad j_1(x) = \frac{\sin x}{x^2} - \frac{\cos x}{x},$$

to obtain $j_2(x)$.

(b) Another result for spherical Bessel functions is that

$$j_n(x) \equiv \sqrt{\frac{\pi}{2x}} J_{n+1/2}(x) = x^n \left( -\frac{1}{x} \frac{d}{dx} \right)^n \frac{\sin x}{x}.$$

Use this result to obtain $j_1(x)$ and $j_2(x)$ and compare your results with those from part (a).

5. In this question we are going to prove that

$$\int_0^1 x J_p^2(ax) = \frac{1}{2} J_p^2(a),$$  \hspace{1cm} (1)

where $a$ is a zero of $J_p(x)$, i.e. $J_p(a) = 0$. This result is needed to express a given function as a linear combination of Bessel functions (the Bessel series).
In the handout on orthogonality of Bessel functions, and in class, we showed that

\[ \left( tv' - tu' \right)' + \left( a^2 - b^2 \right) \int_0^1 tu(t) v(t) dt = 0, \]  
\[(2)\]

where \( u(t) = J_p(at) \) and \( v(t) = J_p(bt) \). At no point in the derivation of Eq. (2) did we assume that \( a \) and \( b \) are zeros. Here we will take \( a \) to be a zero of the Bessel function but \( b \) not. Show that Eq. (2) gives

\[ \int_0^1 tu(t)v(t) dt = \frac{J_p(b)a J'_p(a)}{b^2 - a^2}. \]  
\[(3)\]

Now we vary \( b \), letting it approach \( a \). Both numerator and denominator of the RHS of Eq. (3) are zero in this limit, and the ratio is obtained from L’Hôpital’s rule (take the ratio of derivatives). Hence show that

\[ \lim_{b \to a} \int_0^1 x J_p(ax)J_p(bx) = \frac{1}{2} J'_p(a)^2 \]  
\[(4)\]

which is just Eq. (1).

6. (a) Equation (9) of the handout on “The differential equation satisfied by Bessel functions” states \( J_0'(x) = -J_1(x) \). Use this to show that

\[ \int_0^\infty J_1(x) \, dx = 1. \]

(b) Equation (8) of the same handout states that \( J_{n-1}(x) - J_{n+1}(x) = 2J_n'(x) \). Use this equation to show that

\[ \int_0^\infty J_1(x) \, dx = \int_0^\infty J_3(x) \, dx = \cdots = \int_0^\infty J_{2n+1}(x) \, dx. \]

(c) Similarly show that

\[ \int_0^\infty J_0(x) \, dx = \int_0^\infty J_2(x) \, dx = \cdots = \int_0^\infty J_{2n}(x) \, dx. \]

(d) It can also be shown that \( \int_0^\infty J_0(x) \, dx = 1 \). This result is trivially obtained from the \( k = 0 \) Fourier transform of \( J_0(x) \) which in turn can easily be obtained from the (given) answer to the final part of Qu. 5 in homework set 2. Here we will just assume the result. With this assumption, and the results of the earlier parts of this question, show that

\[ \int_0^\infty J_n(x) \, dx = 1 \quad \text{for all non-negative integral } n, \]
a quite striking result.

Note: A similar looking, and also surprising, result is that

\[ \sum_{n=-\infty}^\infty J_n(x) = 1 \]

for any \( x \), which follows by setting \( t = 1 \) in the generating function, Eq. (1) in the handout “The differential equation satisfied by Bessel functions”.
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